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It has become either a tradition, or a habit, each J&mueey toreport onthe experience with the inter
domain routingystemover the past yedooking in some detailsimemetrics from the routing systémat
can show the essential shape and behaviour of the underlying interconnection fabric of the Internet

One reason whwe are interested in the behaviour of the routing system is that atthie Bgai@m has no
natural limitationOur collectivainease about routimglates to a potential seen where every network
decidedo deaggregatbeir prefixes and announce only the most specific prefixasereevery network
apples routing configurations that areerently unstable atitk routing systemapidly revestinto oscillating
states that generata overwhelming streawh routingupdates into the BGRealm In suchscenarioghe
routing protocol we use, the Border Gateway Protod®G B, will not help us by attempting to damp down
the anomalies. Indegklere is aery real prospect that in such scentrgprotocol behaviowf BGP could
well amplify thé@ehaviour!

BGP is an instance of a Bellakamd distance vector routing algorithm. akgerithm allowa collection of
connected devices (BGP speakers) to each learn the relative topology of the connecting network. The
approach of this algorithm is very simple: each BGP speaker tells all nsigithens about whattihas
learned if the new learned information alters the local view of the n&hi®ik a lot like a social rumour
network, where every individuéloshears a new rumour immediately informs all their friends. BGP works in
a very similar fashion: each time a neighbimrms a BGP speaker about reachability to an IP address prefix.
theBGP speaker compares this neachability information againssityel knowledgehat wagained from
previous announcemeifitsm other neighbourdf this new information provides a better path to the prefix
then the local speaker moves this prefix and associated next hop forwarding decikoaltorirding

table and informs all ilmmediateneighbars of a new path to a prefix, implicitly citing itself as the next hop.
In addition, there is a withdrawal mechanism, where a BGP speaker determines that it no loiatpe has a
path to a given prefix, in whichse it arounces a "withdrawal" to &8 neighbars. When a BGP speaker
receives withdrawalit stores the hdrawal against this neighbour. If the withdrawn neighlappened to
bethe currentlypreferred next hop for this prefikRen the BGP speaker will examine itspaghboudata

sets to determine which stored announcement repribselest path fra those that are still extarfitt kcan

find such an alternative paithwill copy this into its local forwarding table amtbunce this new preferred
path to all its BGP neighlis. If there is no such alternative pathill announcea withdrawab its neighbors
indicating that it no longer can reach this prefix.

And that'she one paragraph summarBaP.
What coulgossibly go wrong?

The first is the sheer size of the routing tables. Each router needs to store a local database of all pri
announce by each routing peer. In addition, conventional routing design places a compléteesét of
paths into eacmie card, and performs a lookup into this forwarding data structure for each packet. This n
not sound all that challenging until you do some basic calculations and work out that at 100Gbps (which i
uncommorthese days) that means theihgles u cwired 0 ¢ o u | dneyalid®&4 oetet tPacket every 5
nanoseconds. Performing a lookup into a data structure of around one million entries for an imprecise Ir



of a32-bit value within 5 nanoseconds represents an extremely chalbogimpsig problem. The larger
the searcBpacethe harder the problem!

Secondlythere is th@verallstability of the system. Processing a routing update requaetiookups into

local data structuwses well dscal processirgfeps Each router has a fimitajpcity to process updates, and
oncethe update rate exceeds linslprocessing capabilitiien the router will start to queue up unprocessed
updates. The router will start to lag intied, so that the information a BGP spe&kpropagating flects

a pastocaltopology, not necessarily the curieedltopology. If this lag continues then at some point updates
may be dropped from the queue. BGP has no inherent periodic refresh capability, so when informatic
dropped the router, and itsigigours fall out of sync with the network topology. At its most bé&megn
router will advertise "ghost" routes where the prefix is no longer reachable, yeaifttgnoubuter will
continue to advertise reachability. At its wihstrouter will saip a loop condition and as traffic enters the
loop it will continue to circulate through the loop until the pad@ddt expires. This may cause saturation of
the underlying transmission system and trigger further outages which, in turn, may adting kbedo

Sq the critical metrics we are interested in are the size of the routing space and its level of update, or "ch

The BGP Measurement Environment

In trying to amlyse long baseline data séhniesdeal approach is to keep as much of the local data gathering
environment as stable as posslhl¢ghisway,the changes that occur in the collected data banges in
the larger environmeras distinct from changeshelocal configurationfahe data collection equipment.

The measurement point beingdis a BGBpeakeconfigured withilS131072. This AS generates no traffic
and originates no routes in BGP. | t 0 s ceawedB&BR s i \
updatesiace2007. The router is fed with a defénele eBGP feed from AS 4608, which is the APNIC network
located in Australia, and AS 4777, which is the AR&l&ork located in Japdor both IPv4 and IPv6
routes

There is also no iBGEFdmponenin thismeauremensetup. While it has been asserted at various times that
iBGP is a major contributor to BGP scalability concerns in BGP, the consideration hertoinljgityely
measuré¢his assertion is that there is no "standard" iBGP configuratiomchmnueévork has its own rather
unique configuration of Rte Reflectors and iBGP peéitsis makes it hard to generate a "typical" iBGP load
profile, let alone aryale the general trends in iB@Gflate loadsver time

In this studythe scope of atteptn is limited ta simple eBGP configurati that is likely to be found as
"stub" AS at the edge of the Internétis AS is not an upstream for any third party, it has no transit role, anc
does not have a large set of BGP peers. It's a simple viewouftithg world that | see when | sit at an edge
of the Internet.

The Data

The IPv4 Routing Table

Measurements of the size of the routing table have been taken on a regular basis since the start of 1988, a
detailed snapshots of the routing systelyndate back to early 1994. Figure 1 shows a rather unique pictur
of the size of the routing tapées seen bgllthe peers of the Route Views route collextan hourly basis
Severatvents are visible in the plot, sudh@lsusting of the Internet bubble in 2001, and if one looks closely,
the effects of thglobal financial crisis in 2009.

What isperhapssurprising is one ongoing event that is not visible in this plot: since 2011 the supply of IP
addresses has been prsgirely constrained as the free pools of the various Regional Internet Registries h
been exhausted. Yet there is no visible impact on the rate of growth of the number of annowrsed prefix
the global routing system since 2011.
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BGP IPv4 RIB Size - Route Views Peers
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Figure @ IPv4 roting table since 1994 as seen by Route Views Peers

BGP is not just a reachability protocol. Network operators can manipulate traffic paths using selec
advertisement of more ggfec addresses, and allowB@P to be used asteaffic engineering taol' hese

more specific advertisements often have a restricted propagationeVidisnis n Fi gur e 2,
combined the BGP RIB counts from both the Rout
Information Service (RIS)here are twoistinct bands in this plot, the upper band is the Route Views peers,
and the lower band is generated by the RIS pheRIS peers, which are predominately located in Europe,
appear to have 30,000 fewer prefixes, and cluster more tightly around riresr coggpared to the set of
Route Views peers.

BGP IPv4 RIB Size - RIS and Route Views Peers
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Figure 3 IPv4 routing table 20067 as seen by Route Views and RIS Peers
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Figure Zllustrates an important principle in BGP, that there is no single authoritative vidwrofttreer n e t
interdomainrouting tabled all views are in factlaéve to the perspective of ed®BP speaker. It also
illustrates that at times the cause of changes in routing is not necessarily a change at the point of origina
the route which would be visible to all BGP speakers across the entire Internet, but it may well be a char
trangt arrangements within the interior of the network that may expose, or hide, collections of routes.

The issue dhe collective managementhad routing systeas a single entity
coul d be seen as an i nstance of
(http://en.wikipedia.org/wiki/Tragedy _of the_commons) where the self
interesbf one actor in attempting twinimise its transit service costs becomes
an incremental costtine totalrouting load that is borne by other actors. To
guote the Wikipedia article on thisitap o6l n absence of
interest, some form of authority or federation is needed to solve the collective
acti on pr opbdars tobedhe casenin tiseadvaur of theouting
systemwhere there is an extemsieliance on enlightenetf-gsgerest to be
conservat i venouncemeotsy and the actioms ofa subsket

of actors are prominent because they fall well outside of the conventional
conservativé n o r mo -donfiain roatingepractices.

Thenext collection of plotd-igures 3 through 18how some of the vital statistics for IPv4 in B@&Ee the
start of 201 to the end of 2017
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Figure3 shows the total number of routes in the routing table over this period. This is a classic "up and to
right" Internet trajectory, but it should be noted gihatvth trendsn the Internet today astrongly aligned
to a quitamodest linear growth model.

Over this period, we had the exhaustion of the IPv4 address space pools in IANA in January 2011, APNI
April 2011 (serving the Asia Pacific region), in the RIPE NS€ptamber 2012 (serving Europe and the
Middle East), LACNIC in May 2014 (serving Latin America and the Caribbean), and ARIN in September 2
(serving North America). Texyear period since the start of 2011 has seen the span of addresses adverti
in the routhg system slowing down (Figurelbwever, at the same time there has been a consistent level o
growth in the number of entries in the routing table over the same period. The result of these two facto
that the average announcement in thié tButing table is spanning fewer addresses, or, to put it another way
the granularity of the IPv4 routing apas getting finer. As Figurehbws, the average BGP announcement
size has dropped from 7,000 host adehe at the start of 2011 td8,@diresses at the enfl2017 These

days some 90% of all announced prefixes are of size /20 or smaller (Figestd@)logy of the network

has remained relatively consistent, with the growth in the Internet being seen as increasing densi
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interconnetivity, rather than through extending transit paths, so the average AS path length éds rema
relatively constant at 3or this period for this observation AS (Figyre 8

The summary of the V@ BGPnetwork over the 204201 7periodis shown in Tablg.

Janl5 Janlé Janl7 Janls grozv\%“ grozv\?tlhf’ o 02\%6 grozv\?tlh7

Prefix Count 530,000 587,000 646,000 699,000 9% 11% 10% 8%
Root Prefixes 257,000 281,000 304,000 328,000 8% 9% 8% 8%
More Spes 287,000 306,000 342,000 371,000 14% 7% 12% 8%
Address Span (/8s) 162.1 167.2 1690 170.5 2% 3% 1% 1%
AS Count 49,000 52,700 56,100 59,700 7% 8% 6% 6%
Transit AS 7,000 7,600 7,800 8,500 9% 9% 3% %
Stub AS 42,000 45100 48,300 51,200 8% 7% 7% 6%

Table ® IPv4 BGP TalBrowth Profile

In terms of advertised prefixbe size of the routing table continues to ghathe 8% recorded through
2017 is slightly than th@% p.awhich is the average of the previous three Jé@rawumber of routed stub

AS numbes (new dgenetworks) grew by 6% in 20Which is again slightly smaller thargtiosvth rate of

the previous two yearEhe effects of increasing scarcity of IPv4 addresses is evident, with the span
advetised networkgrowing by just 1% through 2017 appearghat the drivers for gwth in the IPv4
network in 2017&re slowing down compared to the previous three AsdPs/4 addresses are being placed
under increasingly higher scarcity pregberepmpensatory move is ttleadvertisedddress space being
divided up into smaller units, and presumablyothiing changes accomanied by the increasing use of IPv4
Netwak Address fanslation to acconodate thainderlyingp et wor k6s g.r owt h pr ess

Theoverall conclusions frothis coléction of observations that thdPv4 network continug® grow, but
as the supply of neaddresses slowing down, what is now becoming evident is more efficient use of
addressesyhich results in thgranularity of théPv4interdomain routing systelnecoming finer

The density ointerAS interconnection continues to increddee growth of the Internés not ‘outward
growthfrom the edge" athe network is not getting any larger in terms of average AS path change. Inste:
the growths happeningy increasing thaensity of the network by attaching new networks into the existing
transit structure and peering at established exchange points. This makes for a network whose diar
measured in AS hops, is essentially static, yet whose densilygdmeaerms of prefix count, AS
interconnectivity and AS Path diversity, continues to indremssdenser mesh of intercoraty could be
potentially problematical in terms of convergence titheBiGP routing system used a dense mesh of peer
comectivity, but the topology of the network continues along a clustered hub and spoke model, where a :
number of transit ASs directly service a large number of stub edge nEtvgarkplies that the performance

of BGP in terms of time and updatesurezl to reach convergence continues to be relatively static.

The IPv6 BGP Table Data

A similar exercise has been undertaken for IPv6 routind lad@éais a considerable diversitthe number
of routes seen at vanmvantage points in the Interrset shown when looking at the prefix counts advertised
by all tle peers of Route Views (Figurg 13
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BGP IPv6 RIB Size - Route Views Peers
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Figurd 36 IPv6routing table sincd 28&een by Route Views Peers

A more detailed look at 2016 and d0&@rporating both Route Views &i& (Figire 14 shows that in N6

there is no visible disparity in the route sets announced by RIA peers as compares to Route Wisws peer
also evident that there iIincreasing diversity b
IPv6 roue set, and the varianat the end of 2017 now span some 4,000 prefix advertisements.

BGP IPv6 RIB Size - RIS and Route Views Peers
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Figurd 46 IPv6 routing table 2@l 7as seen by Route ®iehRISPeers

The comparable figurts the IPv6 Interneare shown in Figures ttBough 24
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